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Datacenters &
Existing Infrastructure

How do we connect them together?



- Networking 
- Security
- Observability
- Service Mesh & Ingress
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What if we could manage 
existing Infrastructure as we 

manage Kuberentes?



Cilium Mesh
One Mesh to Connect Them All

Principle #1:
Combines all Cilium 
components into a single 
mesh:

- Kubernetes Networking 
(CNI)

- Cluster Mesh (Multi-Cluster)
- Ingress & Egress Gateway
- Load Balancer
- Service Mesh

Principle #2:
Connects Kubernetes, VMs, and Servers across 
cloud, on-prem, and edge.
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Cilium Mesh
Connect Kubernetes, VMs, and Servers 

across Cloud, On-Prem, and Edge.



Cluster Mesh - Introduction



Kubernetes Services



Cluster Mesh - Service Example







Kubernetes Network Policy

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
  name: frontend-egress-allow-to-backend
spec:
  podSelector:
    matchLabels:
      app: frontend
  egress:
    - to:
      - podSelector:
          matchLabels:
            app: backend





Thank you!
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